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The Problem/Motivation

● Agriculture has seen limited 

integration of artificial intelligence, 

particularly with large language 

models, compared to many other fields 

of study.

● Of the agricultural-based LLMs that do 

exist, most are recent and focus on 

regions such as the United States, 

Brazil, and India

● Sudan’s agricultural sector serves as the 

backbone of its economy, employing a significant 

portion of the population and contributing 

substantially to the nation’s GDP. However, 

persistent poverty persists among farmers due to 

various factors, including inefficient farming 

practices, inadequate access to market 

information + resources, and the adverse effects 

of climate change.

● In this context, leveraging advancements in deep 

learning technology presents a promising avenue 

to address these issues.



Problem Statement/Goal

To integrate deep learning algorithms with natural language processing 

(NLP) techniques to create an intelligent and user-friendly interface for 

spreading agricultural knowledge



Dataset

● 4 substantial PDF files ( > 100 pages of text each) containing textual Sudanese agricultural 

information → eventually converted to .MD

○ crop data (types, growth patterns), soil data (composition, fertility), market data 

(prices, demand), policy data, farm management practices, and historical data.

○ Public domain, provided by the World Bank, the Ministry of Agricultural and Food 

Security, the Organization of The United Nations, and the Agricultural Research 

Corporation (ARC) for Sudan



Model/Architecture

● RAG with LangChain and OpenAI’s GPT-4 

Turbo model

● chunk_size=500, chunk_overlap=100

● Document chunks indexed/stored in Chroma 

vector store. Chroma converts text into 

vector embeddings, facilitating efficient 

similarity searches



Model/Architecture Continued

● Performs similarity search to find the 3 most 

relevant document chunks based on 

question. If a satisfactory match is found, the 

chatbot constructs a context window and 

uses the GPT-4 Turbo model to generate a 

contextually aware answer

● UI built with Streamlit, allows users to input 

questions and view both the chatbot’s 

responses and the document context used 

for those responses more efficiently



Methods

● Generated list of likely queries from 

Sudanese farmers via ChatPDF

● Posed questions to existing/pretrained LLM 

(GPT-4, GPT-3.5 and Llama 2)

○ Performed iterative prompt-tuning 

until responses were up to standard

○ Evaluated initial quality of responses 

quantitatively (agronomy LLM 

benchmarking repo: GitHub - 

gbstox/agronomy_llm_benchmarking  

and qualitatively (overall coherence, 

consistency, depth, and insight)

https://github.com/gbstox/agronomy_llm_benchmarking
https://github.com/gbstox/agronomy_llm_benchmarking


Methods Continued

● Implemented RAG of the source 

documents, repeated cycle of prompt 

tuning + response evaluation

● Compare to baseline and see how well 

the responses improved



Evaluation

● TruLens Evaluation Metrics

○ Groundedness, Context Relevance, Answer 

Relevance

○ Each scored from 0 (worst) to 1 (best)

● Prompt/Response Evaluation

○ Compare baseline GPT-4 model to RAG model 

responses

○ Accuracy (ground truth), clarity, overall 

relevance



Results (Quantitative)



Results (Quantitative) Continued

● Groundedness measure originally even lower, increasing chunk size and chunk overlap 

aided in producing greater values
● Utilizing the k=3 context chunks with the highest similarity search scores to formulate responses 

allowed for both convenience as well as overall balanced scores



Results (Qualitative)
Prompt: “How can I adapt to potential climate change 

threats to safeguard my farming livelihood?”

GPT-4 Baseline Model RAG Implementation Model



Results (Qualitative) Cont.

Pros of RAG:

● More domain-specific
● More diverse within domain
● Greater accuracy rate

Cons of RAG:

● Less specific in practices

● Inconsistent clarity (for certain prompts)



Discussion

● While the retrieval-augmented generation chatbot saw 
improvements in domain specificity, the advice for actions was often 
general. This could be improved by incorporating data with 
more/better contextual detail

● Larger chunk size and chunk overlap generally produced better 
results, however this may vary for other LLMs depending on the 
specific goals of the model and the nature of its data

● Future work will ideally focus on further refining the LLM’s 
capabilities, expanding its reach, and evaluating its long-term impact 
on agricultural productivity and livelihoods in Sudan



Thank you!


