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Abstract

This project report describes the development of a question-and-answer (Q&A)
chatbot, empowered by deep learning-based Language Model technology, to address
the challenges faced by Sudanese farmers. I adapted and fine-tuned the existing GPT-
4 LLM to the Sudanese agricultural context via RAG implementation, leveraging four
large publicly available datasets from reputable sources. Evaluation of the chatbot’s
performance was conducted using the TruLens evaluation functions for Groundedness,
Context Relevance and Answer Relevance [3], as well as a qualitative comparison of the
RAG model’s responses against the original model’s responses to relevant queries. The
results showed that the RAG model did well in both Context and Answer Relevance,
as well as being domain specific and versatile within the domain. It also had a higher
accuracy compared to the baseline when compared to ground truth data. However,
the RAG model struggled with Groundedness and was less detailed with advice than
the baseline model, which is most likely attributed to the source datasets not including
enough specific contextual detail. Future work will ideally focus on further refining the
LLM’s capabilities and evaluating its long-term impact on agricultural productivity
and livelihoods in Sudan.

Introduction

The elimination of poverty is a global imperative, and yet it remains an elusive goal, partic-
ularly in African regions like Sudan where agricultural sustainability plays a pivotal role in
economic development. The challenges facing Sudanese farmers are multifaceted, ranging
from environmental constraints to limited access to essential information and resources.
In this context, leveraging advancements in deep learning technology presents a promising
avenue to address these issues.

Sudan’s agricultural sector serves as the backbone of its economy, employing a significant
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portion of the population and contributing substantially to the nation’s GDP. However,
persistent poverty persists among farmers due to various factors, including inefficient farm-
ing practices, inadequate access to market information, and the adverse effects of climate
change. These challenges not only hinder individual livelihoods but also impede the overall
socio-economic development of this country.

In response to these pressing issues, my research aimed to combat poverty in Sudan by har-
nessing the power of deep learning-based Language Model (LLM) technology. Specifically,
this report outlines the development of a question-and-answer (Q&A) chatbot tailored to
address agriculture-related queries commonly encountered by Sudanese farmers. This chat-
bot serves as a virtual agricultural advisor, providing timely and accurate information on
topics such as crop cultivation techniques, pest management strategies, legal policies, and
market trends.

The innovative aspect of this approach lies in the integration of deep learning algorithms
with natural language processing (NLP) techniques to create an intelligent and user-friendly
interface for spreading agricultural knowledge. By leveraging large-scale datasets and a
state-of-the-art language model, this chatbot is capable of understanding and responding
to user queries in real-time, thereby empowering farmers with actionable insights to enhance
their farming practices and decision-making processes.

Related Work

A team study at Microsoft that was conducted in 2024 [1] aimed to accomplish a compa-
rable goal in a similar fashion. It presents a thorough investigation into the effectiveness
of fine-tuned and Retrieval-Augmented Generation (RAG) language models in addressing
context-related questions and answers in the agricultural domain. The study focuses on
datasets from three major crop producer countries: the USA, Brazil, and India, utilizing
diverse sources such as regulatory documents, scientific reports, agronomic exams, and
knowledge databases. One of the key contributions of the paper lies in addressing the chal-
lenge of incorporating proprietary and domain-specific data into Large Language Models
(LLMs). By leveraging popular LLMs including Llama2-13B, GPT-3.5, and GPT-4, the
paper explores the tradeoffs between fine-tuning and RAG approaches, providing insights
into their respective pros and cons.

The research methodology involves multiple stages, from data extraction and Q&A gener-
ation to model evaluation using metrics specifically designed for assessing the performance
of the fine-tuning and RAG pipeline. The study focuses on the agricultural industry, aim-
ing to provide location-specific insights to farmers, a domain with limited AI penetration.
While this Q&A generation chatbot for agricultural advice directly aligns with what I set
out to produce, the fact that these codes/models are so new and have yet to be released,
alongside the fact that they are only specific to certain regions, provides much evidence
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and value in recreating this model. I aspired to take what I learned from this study and
apply it to an African region (Sudan) in hopes of providing similar access to resources and
techniques.

Approach/Methodology

The methodology for this project consists of several procedures. First, I acquired relevant
textual datasets pertaining to agriculture in Sudan in the form of several substantial PDF
files. These files were eventually converted to Markdown (.MD) for easier parsing, as they
generally have a simpler format as well as consistency across the documents. Each file’s
data quality and validation has been assured, as they were acquired from reputable and
trustworthy sources such as the World Bank and FAOLEX (Food and Agriculture Organi-
zation of the United Nations). From here, I selected a pre-trained language model suitable
for fine-tuning, considering factors such as model size, performance, and compatibility
with agricultural data. Specifically, I evaluated candidate models based on their ability to
capture domain-specific nuances and generate coherent responses.

The LLMs that I experimented on were GPT-4, GPT-3.5 and Llama 2, similarly to the
Microsoft study as these well-known models showcased immense promise. In order to do
so, I first evaluated the quality of the responses by posing a list of questions that small farm
farmers would likely ask to each LLM. This list was produced by ChatPDF, which was asked
to generate a list of questions likely asked about the source documents (datasets). After
receiving and analyzing initial responses to these questions, I performed multiple iterations
of prompt-tuning, involving taking the queries that yielded unsatisfactory responses and
revising them to be more clear, concise and specific. Once content with the responses given,
I analyzed the overall quality of each LLM’s responses in comparison with each other, and
based on overall coherence, consistency and depth/insight, the model I selected was the
GPT-4 model.
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Figure 1. Results of the Agronomy LLM Benchmark, ranking all the LLMs tested based
on accuracy.

This choice was further supported by a quantitative analysis. In order to get a gauge of
these LLMs’ overall performance and accuracy on agricultural data, I utilized an Agronomy
LLM Benchmark GitHub repo. This test benchmarked the ability of various large scale
LLMs to give correct answers to a multitude of agronomy-based questions. By looking at
Figure 1, we can see that out of all the candidates, GPT-4 scored the second highest with
a score of 85.71%, only below claude-3 (86.67%) and just beating out llama-3. Both this
and my qualitative findings on Sudan-specific agricultural data influenced my decision to
employ the GPT-4 model for this chatbot.

After the pretrained model selection, I began constructing my model architecture, which
is built on a combination of the Retrieval-Augmented Generation approach integrated
with LangChain and OpenAI’s GPT-4 Turbo model. The data was divided into chunks
with a size of 500 and an overlap of 100 to ensure continuity. These chunks were then
indexed/stored in Chroma vector store and converted into vector embeddings, facilitating
efficient similarity searches. The application then interfaces with the database to fetch
relevant document pieces into response to user queries.
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Relevant document pieces are determined through similarity searches, where if a satisfac-
tory match is found, it is used to aid the model in generating a contextually aware answer.
A user interface was also built with streamlit, allowing users to input questions and view
both the chatbot’s responses and the document context used for those responses more
efficiently. Once the model was complete, I implemented retrieval augmented generation
(RAG) of the source documents and repeated a cycle of prompt tuning and response eval-
uation. Finally, I was able to evaluate the RAG results and compare them to the baseline
model to see how well the responses improved. Further detail of the evaluation can be
found below.

Datasets

The input for my LLM consists of four large Markdown (.MD) file datasets (approximately
100 pages of text each) that include a multitude of textual Sudan agricultural information,
such as crop data (types, growth patterns), soil data (composition, fertility), market data
(prices, demand), policy data, farm management practices, and historical data. I am using
what is publicly available and provided by the World Bank [6] , Ministry of Agricultural
and Food Security [4] , the Food and Agricultural Organization of The United Nations [5]
, and the Agricultural Research Corporation (ARC) for Sudan [2] .

Evaluation/Results

The final evaluation consisted of both a quantitative and qualitative analysis of the chat-
bot’s responses. For the former, I utilized evaluation metrics from the TruLens website
[3], implementing specialized functions from their website into my code. These functions
tested the overall groundedness, context relevance, and answer relevance of the responses
produced from queries, each category earning a score between 0 and 1 (where 0 is the
worst, and 1 is the best).

Figure 2. Average scores of the TruLens evaluation functions for Groundedness, Context
Relevance, and Answer Relevance across 15 unique user queries.

Here we see the outcome of the TruLens evaluation on the RAG model. Looking at the
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average scores from Figure 2, we can see that the model did quite well in terms of context
and answer relevance, earning scores of 0.85 and 0.8 respectively. However, the model
struggled a bit with its groundedness, averaging a score of only 0.18 across queries. Fig-
ure 3 below, which shows the distribution of the scores across the number of queries for
the three evaluation functions, demonstrates how this metric also proved to be the least
consistent. Its score fluctuated quite a bit (earning anywhere between 0.0 and 0.6 per re-
sponse) compared to that of context and answer relevance, which remained very consistent
throughout (earning between 0.8 and 1 for each response).

Figure 3. A series of bar graphs detailing the feedback score against the frequency of
responses for the Groundedness, Context Relevance, and Answer Relevance metrics.

Figure 4. A chart that gives a further breakdown of the different queries posed to the RAG
model, as well as the unique scores earned for each query.

Figure 4 further highlights the diversity in the groundedness evaluation responses across
the different queries. While the exact reason these scores remain so low is unknown, my
hypothesis is that the datasets the RAG model incorporated into formulating its responses
did not include enough specific contextual detail. Finding reliable and sufficient data
sources on Sudanese agriculture proved to be a challenge, given the scarcity of publicly
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available data in general, especially in English and on smaller African countries whose
agricultural data sectors are underdeveloped compared to that of North American regions
like the United States.

However, I was still able to obtain two main takeaways from this experimentation. The
first is that increasing the chunk size and overlap aided in producing better values for
the groundedness metric, which was even lower to begin with. Also, utilizing 3 context
chunks with the highest similarity search scores to formulate responses allowed for both
convenience as well as overall balanced scores.

Figure 5. The GPT-4 and RAG model’s responses to the prompt ”How can I adapt
to potential climate change threats to safeguard my farming livelihood?” The baseline
response is on the left while the chatbot’s response is on the right.

Finally, I performed prompt/response evaluations against the baseline model. The re-
sponses produced were compared to each other and measured on accuracy (compared
against ground truth data obtained from the source documents), clarity, and overall rel-
evance. Within Figure 5, we can see example responses from both GPT-4 and the RAG
model given the same prompt.

The responses in general were pretty similar, but a few differences stood out. One is that
the chatbot response was more domain specific, containing practices that were more specific
and imperative to the region and social climate. It was also more diverse within this domain
overall, and had a greater accuracy rate than the baseline when I compared them to the
ground truth data. However, my implementation’s responses had a few downsides, one
being that its responses were less detailed with the advice it suggested compared to that
of GPT-4. Also, for some responses, the clarity of actions was not always as satisfactory
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as those of the baseline model. Similarly to the subpar TruLens scores for Groundedness, I
believe this lack of clear and specific detail stems from the source documents not including
enough specific contextual detail. With more time, this is something I would consider for
the future, perhaps even reaching out to trusted Sudanese organizations myself to obtain
relevant data in greater quantity.

Conclusion

This project presents a novel approach to addressing poverty in Sudan by leveraging Lan-
guage Model-based chatbots for agricultural support. Through fine-tuning the existing
GPT-4 architecture with domain-specific data, this LLM has the potential to offer a scal-
able and effective solution to empower Sudanese farmers with localized knowledge and
assistance. As of now, while the retrieval-augmented generation chatbot saw improve-
ments in domain specificity, the advice for actions was often general. As stated above, I
believe this could be greatly improved by incorporating data with more/better contextual
detail, and taking the initiative to reach out and obtain private domain data instead of
limiting myself to what was publicly available may serve as a huge aid in accomplishing
this. Also, larger chunk size and chunk overlap generally produced better results for this
experiment, however this may vary for other LLMs depending on the specific goals of the
model and the nature of its data. Future work for this project will ideally focus on further
refining the LLM’s capabilities, expanding its reach, and evaluating its long-term impact
on agricultural productivity and livelihoods in Sudan.

Repo Survey

• https://github.com/avrabyt/RAG-Chatbot

• https://github.com/gbstox/agronomy_llm_benchmarking

• https://github.com/pixegami/langchain-rag-tutorial
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